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The Talk

• They think they know all 
about it already, because 
they learned about it from 
others like them.

• It is not nearly as interesting 
as they thought it would be.

• They’ve stopped listening 
before you’ve stopped 
talking. 

• Chances are, they now 
understand it even less.
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Outline

• What are we talking about?
• The significance of “significant”
• Making a statement
• It’s worse than you think
• Cure worse than the disease?
• Aren’t we doing the wrong problem?
• The right way is hard work
• Some forthcoming suggestions
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What is the 
null 

hypothesis 
significance 

testing 
procedure?

• What do we already know?
• What do we want to know now?
• Experiment designed
• Data collected
• Data summarized
• Now what do we know?



Summarizing 
the data

• Compute a “statistic” 
• Compute a  probability called the 

“p-value”
• If the p-value is “small,” call the 

result “statistically significant”



What’s the logic? 
(With 

oversimplifications)

• We assumed some stuff.
• We calculated a probability of 

observing the data that we did.
• If the probability is small, either

• At least one assumption was 
wrong, or

• We just had bad luck



R.A. Fisher called such 
results “significant”
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To Fisher, 
this meant 
that the 
result was 
worth 
further 
scrutiny
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mole

The amount or sample of a chemical 
substance that contains as many 
constitutive particles, e.g., atoms, 
molecules, ions, electrons, or 
photons, as there are atoms in 12 
grams of carbon-12
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“You keep 
using that 

word. I don’t 
think that it 
means what 
you think it 

means.” –
Inigo Montoya

• Theory
• Hypothesis
• Natural

• Source: “Just a Theory”: 7 Misused Scientific 
Words, Scientific American, April 2, 2013 
https://www.scientificamerican.com/article/just
-a-theory-7-misused-science-words/

https://www.scientificamerican.com/article/just-a-theory-7-misused-science-words/


Word number 6: “Significant”
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.025

P-value



My experimental results are interesting.  
I should spend more time with them, 
maybe repeat the experiment.  I may 
be on to something, but it will take time 
to be sure.
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You tiny, beautiful p-value.  You are 
the result that I want to spent the 
rest of my life with. Let’s publish and 
get grants together.  I love you!
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The ASA Statement on p-values and Statistical Significance
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ASA statement 
articulates six 

principles

3. Scientific conclusions and 
business or policy decisions 
should not be based only on 
whether a p-value passes a 
specific threshold.

4. Proper inference requires full 
reporting and transparency

6. By itself, a p-value does not 
provide a good measure of 
evidence regarding a model or 
hypothesis.
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Biggest 
takeaway 

message from 
the ASA 

statement

Bright line thinking is 
bad for science



“(S)cientists have embraced and even avidly 
pursued meaningless differences solely 
because they are statistically significant, and 
have ignored important effects because 
they failed to pass the screen of statistical 
significance…It is a safe bet that people 
have suffered or died because scientists 
(and editors, regulators, journalists and 
others) have used significance tests to 
interpret results, and have consequently 
failed to identify the most beneficial courses 
of action.”  (Rothman)
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p equal or 
nearly equal 

to 0.06

• almost significant
• almost attained significance 
• almost significant tendency
• almost became significant 
• almost but not quite significant
• almost statistically significant
• almost reached statistical significance
• just barely below the level of significance
• just beyond significance 
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p equal or 
nearly equal 

to 0.08

• a certain trend toward significance
• a definite trend
• a slight tendency toward significance
• a strong trend toward significance
• a trend close to significance
• an expected trend
• approached our criteria of significance
• approaching borderline significance
• approaching, although not reaching, 

significance
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p close to 
but not less 
than 0.05

• hovered at nearly a significant level (p=0.058)
• hovers on the brink of significance (p=0.055)
• just about significant (p=0.051)
• just above the margin of significance (p=0.053)
• just at the conventional level of significance 

(p=0.05001)
• just barely statistically significant (p=0.054)
• just borderline significant (p=0.058)
• just escaped significance (p=0.057)
• just failed significance (p=0.057)
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Thanks to Matthew 
Hankins for these 
quotes

https://mchankins.word
press.com/2013/04/21/

still-not-significant-2/
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"... we only wish to emphasize that dichotomous significance 
testing has no ontological basis. That is, we want to underscore 
that, surely, God loves the .06 nearly as much as the .05. Can there 
be any doubt that God views the strength of evidence for or 
against the null as a fairly continuous function of the magnitude of 
p?”

Rosnow, R.L. and Rosenthal, R. 1989. Statistical procedures and the justification 
of knowledge and psychological science. American Psychologist 44: 1276-1284
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Yes, dichotomizing 
evidence leads to 
strange behaviors!

3
1
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Nature Human Behavior 
www.nature.com/nathumbehav

Sept 01 2017

DOI: 10.1038/s41562-017-0189-z

http://www.nature.com/nathumbehav


premise

…a leading cause of non-
reproducibility has not yet 
been adequately addressed:

statistical standards of 
evidence for claiming new 
discoveries in many fields of 
science are simply too low. 



premise

Associating statistically 
significant findings with P < 
0.05 results in a high rate of 
false positives even in the 
absence of other 
experimental, procedural and 
reporting problems.



premise

For fields where the 
threshold for defining 
statistical significance for new 
discoveries is P < 0.05, we 
propose a change to P < 
0.005. This simple step would 
immediately improve the 
reproducibility of scientific 
research in many fields.



Why .005?

Essentially, because it 
approximates the level of 
certainty researchers 
mistakenly think they are 
getting with a .05 threshold.

Naturally, this lowers the false 
positive rate.
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Anticipated 
objections

• False negative rate becomes 
unacceptably high

• Does not address multiple 
hypothesis testing, P-hacking, 
publication bias, low power, or 
other biases 

• Appropriate threshold for 
statistical significance should be 
different for different research 
communities

• Distracts from the real solution
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A response
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premise
We do not think that redefining the 
threshold for statistical significance 
to the lower, but equally arbitrary 
threshold of p ≤ .005 is advisable.



Arguments
There is insufficient evidence that 
the current standard for statistical 
significance is in fact a  “leading 
cause of non-reproducibility”



Arguments

The arguments in favor of a blanket 
default of p ≤ .005 are not strong 
enough to warrant the immediate 
and widespread implementation of 
such a policy 



Arguments

A lower significance threshold will 
likely have positive and negative 
consequences, both of which should 
be carefully evaluated before any 
large-scale changes are proposed



Alternative proposal

When designing studies, they 
propose that authors 
transparently specify their 
design choices and justify 
these choices prior to 
collected data.
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Alternative proposal

Instead of simple heuristics 
and an arbitrary blanket 
threshold, research should be 
guided by principles of 
rigorous science. 
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Their bottom 
line

Single studies, regardless of their p-
value, are never enough to conclude 
that there is strong evidence for a 
theory. 

We need to train researchers to 
recognize what cumulative evidence 
looks like and work towards an 
unbiased scientific literature.
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A fundamental problem

We want P(H|D) but p-values give P(D|H) 
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The problem illustrated (Carver 1978)

What is the probability of obtaining a dead 
person (D) given that the person was hanged 
(H); that is, in symbol form, what is p(D|H)? 

Obviously, it will be very high, perhaps .97 or 
higher. 



Now, let us reverse the question: What is the 
probability that a person has been hanged (H) given 
that the person is dead (D); that is, what is p(H|D)? 

This time the probability will undoubtedly be very 
low, perhaps .01 or lower. 



No one would be likely to make the mistake of substituting 
the first estimate (.97) for the second (.01); that is, to accept 
.97 as the probability that a person has been hanged given 
that the person is dead. 

Carver, R.P. 1978. The case against statistical testing. Harvard Educational Review 48: 
378-399.
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Inference is 
hard work.

Simplistic (“cookbook”) 
rules and procedures are 
not a substitute for this 
hard work. 

Cookbook + artificial 
threshold for significance 
= appearance of 
objectivity
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So the ASA has 
been asking 
the question…

How would you conduct 
research in a world where 
p<0.05 (or 95% limits) 
carried no meaning?
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In a world where 
p<0.05 carried no 

meaning…

What would you have to 
do to get your paper 
published, your 
research grant funded, 
your drug approved, 
your policy or business 
recommendation 
accepted?
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You’d have to 
be 
convincing!

You wouldn’t just do a 
hypothesis test

You’d check multiple 
models, review critical 
assumptions, use alternate 
methods of analysis
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You would be relentlessly transparent
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You wouldn’t 
need to 

•P-hack
•HARK
•Cherry pick
•Use your “researcher 
degrees of freedom”



Converting “don’ts” to “do’s”
A sneak preview of the special issue of 

The American Statistician
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Use decision-
theoretic 

approaches 
(Manski)

Treatment choice using statistical 
decision theory is not based at all on 
whether a p-value passes a 
threshold.
Statistical decision theory clearly 
distinguishes between the statistical 
and clinical significance of empirical 
estimates of treatment effects.



Abandon 
thresholds 
(McShane 

et.al)

…we propose that the p-value be demoted 
from its threshold screening role and 
instead, treated continuously, be 
considered along with currently 
subordinate factors (e.g., related prior 
evidence, plausibility of mechanism, study 
design and data quality, real world costs 
and benefits, novelty of finding, and other 
factors that vary by research domain) as 
just one among many pieces of evidence.



Advise editors 
and reviewers 

(Trafimow)

• Give more consideration of the nature of 
the contribution

• Tolerate some ambiguity
• Emphasize thinking and execution, not 

results
• Replace NHST with a priori thinking
• Remember that the assumptions of 

random and independent sampling 
might be wrong



Introduce 
results-blind 

publishing 
(Locascio)

• Provide an initial provisional decision on 
a manuscript based exclusively on the 
judged importance of the research issues 
addressed by the study and the 
soundness of the reported methodology. 

• Give no weight to the reported results of 
the study per se in the decision as to 
whether to publish or not.    

• Commit to an initial decision regarding 
publication after having been provided 
with only the Introduction and Methods 
sections of a manuscript by the editor, 
not having seen the Abstract, Results, or 
Discussion. 



Introduce 
results-blind 

publishing 
(Locascio)

• Emphasize the clinical and/or scientific 
importance of a study in the Introduction 
section of a manuscript

• Give a clear, explicit statement of the research 
questions being addressed and any hypotheses 
to be tested.     

• Include a detailed statistical analysis sub-section 
in the Methods section

• Submit for publication reports of well-
conducted studies on important research issues 
regardless of findings



Carefully elicit 
expert 

judgment 
(Brownstein et 

al.)

• Understand that subjective judgments 
are needed at all stages of a scientific 
study

• Ensure that all such judgments are made 
as carefully, rigorously and honestly as 
possible.

• Identify all judgments made, and 
measures applied to avoid bias whenever 
possible.

• Use protocol-guided elicitation of 
judgments.



Second 
generation p-
values (SGPV) 
(Blume et. al.)

• Construct a composite null hypothesis by 
specifying the range of effects that are not 
scientifically meaningful

• Replace classical p-values with second-
generation p-values (SGPV), which 
accommodate composite null hypotheses 
and encourage the proper communication 
of findings.

• Interpret the SGPV as a high-level summary 
of what the data say. 

• Report an interval estimate of effect size 
(confidence interval, support interval, or 
credible interval) and note its proximity to 
the composite null hypothesis.



Address 
thresholds a 

different way 
(Gannon et. 

al)

• Blend Bayesian and classical tools to 
define optimal sample-size-dependent 
significance levels

• Procedure minimizes a linear combination of α and β
while preserving the likelihood principle



Wrapping up…

70



Haiku

Little p-value

what are you trying to say

of significance?
• Steve Ziliak



ron@amstat.org

@RonWasserstein
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